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It was in the late seventies, when one of Helmut Frisch’s assistents (Heinrich Otruba) brought back to Vienna some hundred punch cards he had copied during a visit in the USA. They contained a program that was used at that time for teaching purposes at Yale by a certain game theorist, Martin Shubik
. At the same time I just happened to finish my master’s thesis in the study of economics and computer science at Frisch’s institute and so soon was involved in the institute’s efforts to catch up with US universities in the newly emerging art of using simulation techniques to support the teaching of economics.

Shubik’s program was written in FORTRAN and simulated oligopolistic behavior for a single homogeneous product. Its major innovation consisted in its ability to compute equilibrium values of the simulated game according to predetermined equilibrium concepts. One could use it to teach economic concepts and elementary game theory simultanously. To transcribe and to expand it was the first activity in this area at our institute of economics at the TU Vienna. Of course, the economic content of these exercises concerned only microeconomic theory at an intermediate level. In the early eighties game theory already had faded as an economic fashion of the post-war period, and although it appearently was on its way to conquer some mathematical departments, many economists seemed to be sceptical about its usefulness for applied questions. And only very few researchers thought about combining simulation and game theory to tackle macroeconomic issues.

Macroeconomics in these days basically still came in the format of the so-called neoclassical synthesis – an uneasy parallelism of more optimisation oriented micro-theory and a set of more behavioristic macro-fragments
. For more applied work both components were not particularly attractive. From an empirical perspective the essence of microeconomics seemed to be the construction of the concept of rationality: Whatever is ‘revealed‘ as preference can be called ‘rational‘
. Clearly this was not very helpfull for economic policy questions – and mathematical ‘beauty‘ and consistency could barely make up for this deficiency. Macroeconomic models, on the other hand, heavily relied on the imposed ‘socio-psychological constants‘ that were meant to incorporate aggregate social behavior – and since the days of Keynes the choice of these basic behavioral elements always had the bad reputation of being somewhat arbitrary. Indeed macro-systems with very different implications could be derived by different combinations of behavioral elements. Even the more sophisticated methods of macroeconometrics invoked to decide upon the empirical relevance of a behavioral hypothesis easily could be challenged as soon as simplistic assumptions on expectation formation, linearity of relationships or predetermined equilibrium paths were dropped. 

Moreover, the inherited divide between microeconomics and macroeconomics became increasingly inadequate for many of the pressing questions of economic policy of the eighties: Microeconomic actors, in particular firms, had to develop ever more elaborated models of their macroeconomic environment to guide their microeconomic actions. And simultaneously these actions, embedded in a complicated institutional structure, produced the observed macro-relationships. Two related attempts to solve this dilemma failed: First the so-called ‚micro-foundation of macroeconomics‘ put forward by microeconomists had to restrict its microeconomic models to a highly inplausible subset to derive any macro-relationships at all. Second, the so-called rational expectations school
 suggested to assume that there exists a neoclassical micro-macro-model, which all microeconomic actors know. But this ‚new classical‘ view looked somewhat ridiculous in a world, where the economists‘ profession itself seemed to be far away from an undisputed ‚true economic model‘, not to speak of the limited information processing capacities of the rich structure of microeconomic agents
, or the impact information technology in an era of accelerated knowledge accumulation has
. It is hard to imagine a more inadequate vision than the one put forward by this second attempt.

It must have been his role as a policy maker that induced Helmut Frisch to further other, more policy-oriented approaches in economics too - despite his admiration for the formal skills of the proponents of the new classical macroeconomics. Although he probably did not touch a computer keyboard before the late nineties, he has been one of the key promoters of the study of ‘economics and computer science‘ in Vienna and he showed incrasing interest in using macroeconomic simulation to evaluate economic policy alternatives from the eighties on. His instinct proved to be correct: In the course of these last twenty years the field experienced an exciting upsurge. 

Some Methodology

The general procedure of policy oriented macroeconomic modelling can be represented graphically as in figure 1.






Figure 1: Basic Methodology

From point A to B a formal model of observed macroeconomic processes is built. Variables and their relationships thought to be essential are qualitatively assumed and quantitatively measured. Standard methods for this process of induction are provided by econometrics. Note that induction methods link the real process with the domain of analytical reasoning. Since this sort of methods operate between the real and the formal domain they were called synthetic sciences by Kant [Kant E., 1980 (1781), pp.52-54].

Once a first formal representation has emerged, point B is reached, deduction uses its formal rules (Kant’s analytical science) to transform this form into a formal representation, say in point C, that is appropriate for an implementation of the derived model results in D. So for example a structural macroeconometric model has been estimated from A to B, then analytical methods are used to derive the trajectories of controled exogenous variables that optimize endogenous goal variables from B to C, and finally the implementation of these instruments takes place from C to D.

What has been said in the introductory paragraphs boils down to the point that real processes investigated by economic theory are considerably more complicated than the analytical framework borrowed from 19th century physics was able to encompass
. Given this difficulty deduction began to live a life on its own: The form of relationships was adjusted to fit analytical needs rather than empirical observations; analytical theorems were derived without ever having started from a problem in point A - and in the sequel were in desperate search for a real economic problem where they could be applied; it became completely irelevant wether the derived results could be related to questions of implementation – from C to D was out of sight.

Of course, it cannot be doubted that the further development of  a formal language like mathematics is a valuable scientific task on its own. In many cases the merits of a new formalism for an applied area of science have only appeared after a considerable time period of intellectual digestion
. But these pioneering formal developments have to be distinguished from economic theory in the proper sense – which works according to the full methodological circle given in figure 1.

To provide more insight into the significance of simulation methods in economics it is useful to revisit another methodological ingredient of model-building: the distinction between endogenous and exogenous variables. Before one builds a theoretical model there just exists a set of observed variables thought to be relevant for the question considered – all exogenous variables. In a static model it is evident that each assumption of a relationship between variables enables the conversion of an exogenous variable into an endogenous variable. Which of the variables in the relation is converted remains open to the model-builder‘s choice. After having assumed a certain number of relationships, n, the n equations can be considered as a system of equations - the model - that often can be solved to provide the values of the n endogenous variables for given values of the remaining exogenous variables. Comparative statics simply is the procedure that compares the values of endogenous variables as the set of exogenous variables is changed. The static character of the relationships implies that  they are either definitions, or they designate causal processes working with infinitely fast velocity. Note that behavioral equations as well as equilibrium assumptions fall in the second category. This second type of static equation thus clearly is a special case of the more general type of equation, a dynamic equation, that describes causality in finite time – indeed it can be doubted if instantaneous adjustment should be labeled ‚causality‘ at all. If a model contains at least one dynamic equation, then it is called a dynamic model. Dynamic models enable comparative dynamics in a similar way as static models lead to comparative statics: For different sets of trajectories of exogenous variables the sets of trajectories of endogenous variables can be compared. Just as comparative statics compares points in time, comparative dynamics compares time spans – again showing that the former just is a degenerated special case of the latter for time spans approaching zero. As a consequence, what follows only refers to the general case, i.e. comparative dynamics.

For policy consulting the pragmatic aspect of model-building leads to a further distinction: the distinction between goal variables, instrument variables and all other variables (auxiliary variables). Goal variables are those variables whose trajectories the policy maker tries to control via instrument variables. Since a policy maker would not need a model explaining the transmission from instruments to goals if goal variables were exogenous, it is evident that the use of model-building implies that goal variables are always endogenous. For instrument variables it is clear that an instrument’s trajectory that would be endogenously determined cannot be considered as instrument any more – instrument variables thus have to be exogenous. Usually they are not the only exogenous variables. Due to the difficulties, or should one say impossibility, to construct laboratory conditions for social science research, a strong and permanent interaction between the system under consideration and its environment has always to be taken into account. One way to do this is to make this influence from the environment explicit: Describe the environment by a set of exogenous variables that heavily influences the endogenous variables. On the other hand endogenous trajectories should not be able to influence these exogenous variables in return. The choice of problem to be modeled thus is an extremely delicate question for a model-builder – which set of dynamic phenomena can be seperated from its environment in a way that allows for embedding it in an exogenous ‚scenario‘ without having to take care of the feedbacks of endogenous variables on this scenario.

Exogenous variables thus could either be links from an environment to the model, a so-called scenario, or instruments controlled by a social entity. At this point another characteristic of social systems comes into play: Social entity A usually is aware that another social entity B controls some exogenous variables that influence not only B’s goal variables but also A’s goal variables. Enter game theory
. In particular such a consideration implies some explicit assumptions on expectation formation and immediately adds B’s set of variables to A’s set of variables and vice versa. Consider figure 2 to grasp the significance of the setting.










Figure 2: Model details

The first step in model-building is to isolate a system in an environment that influences it (arrows e), in particular its social entities (A and B), but in turn is not influenced by the system investigated. In the classical view this system is characterized by a set of relations which translate the influence of some control variables c into an effect on a vector of goal variables g (block arrows). If the entities were not themselves model-builders, then the adjustment to improved goal achievement by variation of control instruments could run via some evolutionary dynamics, e.g. replicator dynamics (see [Hofbauer J. & Sigmund K, 1984] for a basic treatment or [Skyrms B., 1996, pp.53] for a newer perspective). But this clearly misses the point of macroeconomic interaction between sophisticated social entities. In this context each agent entertains a more or less sophisticated model for the expectations formation process (box EFP). And it is not just the vector of  endogenous goal variables and exogenous environmental variables that enters its EFP, agents also observe the whole set of relations r (a point correctly introduced by the rational expectations school) and the model entertained by some other agent, arrows p. Note that observations r might differ from the true set of relations – and might differ differently for different agents. Note also that the two-sided arrows p should indicate that an agent is not only observing another agents EFP, but might be able to influence this process, call it teaching or manipulating. Note finally that due to the dynamic character of models all vectors become matrices, since their development over time will have to be taken into consideration.

Remember now that the model-building activity of an economist setting up a dynamic model as sketched in figure 2 just proceeds from point A to point B in figure 1.  Running the simulation, to proceed from B to C, is a minor task as compared to the major effort of setting it up. Macroeconomic simulation studies thus reverse the typical distribution of effort of (new) classical analytical macroeconomic theory: In this latter school minor (sometimes no) effort is spent on rooting the model in empirically observed settings and all effort is used to derive general analytical results. 

Somewhat similar is the divergence of the approaches with respect to implementation. In the simulation approach implementation consulting often can use the knowledge generated in the hard work that was necessary to set up the model, i.e. on the way from point A to B in figure 1. The problem here often arises in point C in the sense that before implementation could start, it must be clear how the often complicated simulation results can be economically interpreted. In other words the easily produced trajectories have to be traced back to some dominant causal sequences – usually a rather painstaking and time consuming task. This latter complication also sets limits to the size of useful macroeconomic simulation models: Nobody can disentangle what goes on in a model with 5000 strongly interacting, non-linear, dynamic equations. In other words, it becomes an art to structure a model into tractable smaller pieces representing agents and economic clusters with weaker interactions, so that the interpretation remains possible without being trivial. That the latter case is not really a danger in the simulation approach is shown by the increasing amount of artificial life exercises, where overly simple agents in an archaic environment easily produce surprising new aggregate outcomes, a phenomenon called emergence.

In the classical analytic approach implementation often is not even a topic. If the assumptions of a model world are not related to observed economic phenomena, then there is no reason why the results deducted from these assumptions should provide a hint on what economic policy should be implemented. For those theorists who ignore A to B as well as C to D in figure 1 it is straight forward to remain silent on questions of economic policy. Put optimistically, they just develop some tools for economists in the proper sense - i.e. those who carry the burden to go from A to B to C to D in figure 1 – helping them to master deduction. But there also is a sub-group of theorists in this approach that is not silent on implementation though they start from assumptions not rooted in empirically observed economic phenomena too. They start in B, but they pretend to be able to go from C to D, to use figure 1 again. This group simply misuses its formal skills to consult economic policy in an arbitrary way that often only follows the uninformed prejudices of some policy-makers in power.

At this point of  the argument some caveats are necessary. It should be clear that any formal model set up for simulation purposes in point B in principle is also amenable to analytical analysis. And vice versa, in the other approach any analytical model can be simulated, e.g. to check out some properties for further analytical treatment. The crux of the divide emphasized in the previous paragraphs is not that there is a fundamental difference in the formalism used, quite the opposite is true. The difference is to be found in the reaction of theoretical practice responding to a tremendously difficult area of investigation – macroeconomics. One approach withdraws from the link to economic reality in order to save the possibilities to produce a formal framework exhibiting certain virtues: existence of general, unique and stable solution paths, formal beauty of deduction, and the like. The reaction of the other approach, simulation, is to sacrifice formal beauty instead of relevance for economic reality. Most models in this tradition, though analytically tractable in principle, cannot be solved practically with the analytical apparatus at hand. So simulation is not just the second best method (as some proponents of the first approach would admit), but it is ‚best practice‘. The sketched opposition between the two reactions has been highlighted for didactic reasons, in the meantime many outstanding model-builders travel in between the two poles looking for stimulation in both camps.

Some Examples

Given the methodological difficulties that necessarily occur in the area of macroeconomics, it indeed needs a certain courage - the vain profession ‚economist‘ calls it the need of ‚heroic assumptions‘ – to dare to come up with policy recommendations at all. The only justification to do so, of course, is to compare such a consulting with a development without any consulting at all. To cite Keynes:

"..., the ideas of economists and political philosophers, both when they are right and when they are wrong, are more powerful than is commonly understood. Indeed the world is ruled by little else. Practical men, who believe themselves to be quite exempt from any intellectual influences, are usually the slaves of some defunct economist. Madmen in authority, who hear voices in the air, are distilling their frenzy from some academic scribbler of a few years back"

[J.M.Keynes, 1936, p.383]

In the light of this statement – and who dares to hope that the situation has improved since Keynes‘ time - a little bit more informed decision-making that could be induced by consulting with macroeconomic simulation models seems to be worth the exercise.

One of our institutes first projects in this area was to use a small macroeconometric simulation model of the Austrian economy to hold seminars for small groups of selected Austrian opinion leaders and decision-makers. In the decade from 1982 to 1992 we must have held more than 50 of such seminars and workshops, a summary of our experiences can be found in [Hanappi H., 1995].

More or less parallel to this educational task almost the same, though somewhat amended model has been used to forecast budget developments [Frisch H. & Hanappi G., 1988] and the effects of the 1989 tax reform. At the Austrian Academy of Sciences (1992-1996) I estimated a new version of this model, called AUSTRIA 1, which was included as an interactive Windows-application on a CD exhibiting the work of the Austrian Academy of Sciences [Hanappi, 1997]. The model essentiallly pictures the development of Austria from 1960 till 1995 from a Keynesian, neoclassical synthesis, point of view. Its major didactic purpose was to give a feeling for quantitative effects of tax and monetary policy instruments on central endogenous aggregates like growth and employment. Since the small open economy Austria was embedded within exogenous trajectories of the world economy it also provided the fundamental insight that the possibilities of national economic policy are rather limited as compared to the effects of slight changes in the world economy. Although the model never had more than 50 equations it gave some reasonable answers in quite a few consulting areas too.

Another work in the early 80-ties tried to produce a rough picture of the future macroeconomic developments of some oil producing countries in the near east [Hanappi G. & Wirl F., 1990]. In this case too, one would not have considered the exercise as forecast, it just was good enough to give some vague idea of possible future dynamics – but that was more than most people had at hand.

All of these examples underline that a macroeconomic simulation study with a small or medium-sized model often has to be considered as a tool that permits insight into the mechanics of the model, and not so much as an apparatus that produces forecasts for endogenous variables. Of course, if forecasts are completely implausible, then nobody will trust the mechanics. But if some variations in exogenous variables produce ranges of endogenous dynamics that seem reasonable, then it usually is an instrument’s dynamic multiplier rather than the absolute value of a goal variable that is of interest. Even with these smaller models it proved to be a stimulating experience to play around with combinations of exogenous trajectories.

A much more detailed picture was needed for a large study on the impact of information technologies on the Austrian economy. For this study a sectoral input-output framework was combined with some aggregate relationships in the monetary part of the model. Furthermore a more evolutionary approach for market mechanisms, intermediate goods markets as well as sectoral final demand and sectoral labour markets, was introduced: Instead of an immediate jump to market clearing values, explicit, market-specific paths towards them were assumed. This model, AUSTRIA 3, then was confronted with three different types of policy measures, i.e. sets of exogenous controled variables, called scenarios. From the many different insights of this study the most significant overall lesson was that a heavy public investment in education and IT, what was called ‚Education Boost‘ (‚Bildungsoffensive‘), would lead to some losses in the short-run macroeconomic performance, but would clearly outperform all other scenarios in the mid-run and long-run. Unfortunately policy-makers at that time did not follow this advice, their overall policy rather resembled the direct opposite of this recommendation.

But AUSTRIA 3 was used for several other policy experiments too. One of the first was to study the impact of  different migration policies on the Austrian economy (compare [Fassmann H. & Münz R., 1996] where part of our collaborative work at the Austrian Academy of Sciences is summarized). In this case it was able to show that a liberal immigration policy would boost growth at the expense of higher unemployment (via lower wages and higher profits in some sectors), while a scenario of closed borders – at that time demand by the FPÖ and later executed by a social-democratic minister – would keep unemployment and growth lower in the mid-run but might lead to large difficulties in the long-run due to a lack of labour supply in some sectors. Again current developments show that this projection was not far away from what actually was going to happen.

Another study that used AUSTRIA 3 concerned the impact of alternative innovation policies (‚How to spend the 3 technology-billions?‘, as the problem was articulated at that time) on macroeconomic aggregates. Here the results were appreciated by two groups in two very divergent ways: One group (interesting enough consisting mainly of people executing technology policy) thought that the result, that clever technology policy could raise real GDP-growth in the long-run by 0,2 percentage points gave a much too little importance to this type of policy. The other group (consisting mainly of  of professional model-builders in this research area) found that a yearly level effect of this size in the long-run was a rather strong effect. Though it is to regret that the model showed such a weak influence of the possibilities to fight unemployment by a technological growth boost in the short-run, again this disillusionary view proved to be rather correct. It will never be possible to tell if the forecast was correct in the long-run, simply because the strong external influences  - due to European integration from 1994 onwards - dominated all trajectories of aggregate variables.

In a third study AUSTRIA 3 was adopted to forecast the economic impact of alternative environmental policies that were discussed due to several international conferences on the question. Aiming at the trade-off between growth of profits and wages on the one hand, and low pollution on the other hand, it was shown that some of the most ambitious environmental policies that the minister in charge at the time (M. Bartenstein) proposed, would imply welfare losses in the usual economic variables. Losses that would be larger than most observers thought. Forcing energy policy to fast in that direction – and without supplementing it with appropriate income policies - thus must take into account that political legitimation from concerned voters might fail. Indeed many of these ambitious plans turned out to be a short-run political manouvre rather than a serious environmental policy.

A completely different type of macroeconomic simulation was developed to study the economic policy of the European Union on a regional level. In this case small models for each of the 186 regions (NUTS 2 level) of Europe were developed and connected by the use of geographic and ecenomic distances. The emerging overall model, called EUROSPLIT, then was tested with different types of central subsidy policy. One important lesson from this exercise was that three major avenues seemed to be open for European growth: First, fast growth of the banana-shaped industrial centers in the core with accelerating growth difference of the periphery; second, somewhat slower average growth with constant relative GDP structure of European countries; third, rather slow average growth with an explicit policy goal aiming at equalizing GDP per head throughout Europe. In some sense the real challenge for models aiming at these questions still lingers in the future - when the new Eastern European members enter. What proved to be a major technical problem is the fact that the maintainance of such a large model is both: absolutely necessary to keep solutions within a plausible band-width, and extremely time consuming. Since personal ressources at the Austrian Academy of Sciences were suddenly withdrawn – the research unit developing this model was closed in 1997 – this model has not been updated since. This should be a warning signal: macroeconomic simulation studies are a very valuable investment in raising the human capital of the consulted policy-makers, but they are easily devalued if they are considered to be a one-shot investment.

Zooming out one more level, finally a global model, TRIADE, was constructed to study the long-run competition between the three leading continental blocks surrounding USA, Europe and Japan. This was a medium-sized model again (about 60 equations), which focussed on three major aspects of global competition: technological growth in each block, distribution between capital and labour within each block, and trade between blocks. Again the dynamics produced by the highly aggregated behavioral equations proved to be not too robust. In particular the international monetary transmission mechanisms must be handled with special care. But isn’t the actual international monetary system a rather fragile mechanism too? This model is currently under reconstruction and in the future will be extended to study the North-South conflict. The work with the world model clearly points in a direction already mentioned: The crucial decisions are those taken at the very start of model-building, from point A to point B in figure 1. What is to be considered as relevant and what is ignored? And the answer to this fundamental decision is not fully specified by a certain research question itself, if this question leaves some room for possible causes. The decisions at the starting point usually follow a vision of the dynamics to be modeled, be it that the model-builder creates this vision or be it that it is a shared vision of a certain economic school
.

The latter issue became particularly important in the macroeconomic simulation models for the transformation of eastern European economies that were built since the mid eighties [Hanappi H., 2001].  What started as an application of applied evolutionary economics in the mid eighties, in recent times became directly applicable consulting for large long-run investments. And throughout this series of models it always proved to be of primordial importance to start with an overall view of the dominant dynamic processes. To develop this vision it usually was necessary to study and to compare the work of others on certain aspects involved, to look at the worlbank‘s models and OECD-reports as well as certain national studies and data in the transformation country itself. In particularly difficult questions it often was the highly specialized Vienna Institute for International Comparisons, WIIW, that gave support with its data and expert knowledge, and helped to ground the underlying vision in the perceptions of the people living in the transformation country under consideration. In a recent project on the future macroeconomic development of Macedonia Helmut Frisch and I cooperated again, his part being the evaluation of public debt developments if large infrastructural investments are financed by international borrowing. This project was ment to be just a pilot project for the study of a much more important question: the eastward expansion of the European Union. Indeed the expertise of monetary economists like Helmut Frisch (not monetarist economists, as he always insists) together with the use of sophisticated macroeconomic simulation studies should be of considerable help – and prevent the sometimes forecasted economic desaster.  

Conclusion

In all the above mentioned areas preliminary answers to urgent economic and political problems were given, and in all these areas the preliminary character of these answers did not make them superfluous at all. Quite the contrary is true. If a project is consciously viewed as just a further step in the process of knowledge accumulation, and not as a one-shot enterprise that could either reveal an eternal truth or not
, then simulation is the tool to use. It also is no question that in this blossoming wave of applications time not has weeded out the less profound approaches yet. As is the case in any modeling fashion, many less experienced researchers tend to reinvent the wheel and ignore large parts of received theory. Or sometimes they simply play around with funny assumptions, or make a lot of noise about completely arbitrary results. They should be forgiven, a broadening of the economic research area is highly overdue – and as far as I can see the merits of this innovative bulk will supersede the redundancy it involves by far. As the recent boom of simulation studies shows, a large fraction of young economists already got this message – and somewhat older economists, like Helmut Frisch, supporting this trend, prove that they remain young in spirit.
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� Martin Shubik had been one of the first generation students of John von Neumann, the father of game theory, in Princeton  (see [Nasar S., 1998]). He ordered and extended the ideas implicit in these early programs much later [Shubik M., 1984], monetary macroeconomics have been on his agenda recently [Shubik M., 1999]. 


� Just regard the fact that the same neoclassical author, Paul Samuelson, considered his micro-inclined high-brow classic [Samuelson P., 1947] and his low-level, macro-inclined undergraduate textbook [Samuelson P., 1948] as a ‚synthesis‘.


� Ein frühe allgemeine Formulierung stammt von Houthakker [Houthakker H.S., 1950].


� Einer der ersten Beiträge ist jener von John Muth [Muth J., 1961].


�  Joseph Stiglitz in a recent contribution correctly identifies the neglect of the special role of information as the most important single reason for the deficiencies of  mainstream economics [Stiglitz J.E., 2000].


� A recent work from two mainstream microeconomists high-lighting this trend is [Shapiro C. &Varian H., 1999].


� Neumann and Morgensterm in their introductory chapter to their classic [Neumann J./Morgenstern O., 1944] draw a similar conclusion – and argue that they designed game theory to overcome these short-comings.


� Striking examples for the lagged impact of seemingly purely theoretic formalisms have recently been collected by John Casti [Casti J., 1996, 2000].


� Helmut Frisch always seemed to be convinced of the intellectual potential of economically oriented game theory. When he talks about Oscar Morgenstern he sometimes refers to him as ‚my teacher Oscar Morgenstern‘.


� The importance of visions for economic theory has been underlined by Schumpeter [Schumpeter J., 1982 (1954), p.41-42], another favorite economist of Helmut Frisch.


� This aspiration typically is the background of mathematical theorem development.





