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Introduction

Social processes are different to processes where no social entities are involved. The purpose of this paper is to develop this pre-scientific statement into a more elaborated methodological approach. But first the starting point needs some exploration.

When Auguste Comte in 1844 sketched the newly emerging science of society he used the term 'social mechanics' to express his wish to replicate the success of mechanics that in his time was the most evident example of enlightened, rational science [Comte A., 1979 (1844)]. The opposition to clerical doctrines, which saw no laws other than that of God regulating human societies, made his position indeed a revolutionary claim. More than 150 years of scientific inquiry lead to a more differentiated picture. Contemporary social research agrees at least in the point that human individuals are not direct analogues to physical atoms whose 'mechanics' simply have to be discovered. One major difference between the physical world and its subset of social processes surely is the existence of consciousness. It immediately implies language, actions like model-building and communication and clustering of individuals in social entities. The latter not only have to obey physical laws, they have the ability to know them and to exploit them, moreover they produce and communicate their own laws, which they enforce by coercive or ideological power. All these phenomena cannot be found in physical dynamics lacking consciousness.

The key to the difference thus seems to be the emergence of knowledge. But knowledge, as far as human societies are concerned, mostly comes in the format of language
. In particular, mechanics, and modern physics in general, developed in close relation to a special language called mathematics. This lead to a somewhat strange situation: To describe the non-social world a tool characteristic for the social world was necessary. Mathematics thus assimilated to its subject of investigation, cleaning itself from what is usually the core of social life - semantics. It is interesting to interpret the development of mathematical economics, in a sense the avant-garde of mathematical treatment in the social sciences,  in this context. Indeed general equilibrium theory had to assume away all essential problems of knowledge production and acquisition to derive its general results. It presents social systems as physical systems plus given preference order and complete knowledge. Central social processes like growth of technical knowledge, learning and strategic behaviour, emergence of larger ideological structures and the like, could not be adequately explained by this type of physic's mathematics. A first important step forward that came from within mathematical discourse was the formalisation of strategic behaviour by Neumann and Morgenstern [Neumann J./Morgenstern O., 1942]. Though some of their followers tried to incorporate the new approach in the old general equilibrium framework, the last two decades showed that game theory has not lost its cutting edge. Models of boundedly rational, strategic actors are becoming more and more popular - and useful for policy making. Strong assumptions on information made for 'technical reasons' to solve models analytically look increasingly superfluous in the age of computer simulations that produce more and more accurate approximations. Game theory itself is changing and becoming an ever broader approach very fast.

But still there is no modelling language tailored to the needs of social scientists. The rather radical view of this paper is that there should be.

Language

To invent a language for social scientists it is useful to take a look at existing languages. Of course, a full survey of linguistic research would go beyond the scope of that paper, so some eclectic remarks will have to substitute it - with apologies to linguists for the crude treatment.

The study of existing languages shows that their major element is the sentence. A sentence can be structured into smaller elements, something like words. Words, without further refinements, come in two categories: nouns and verbs. Depending on the physical form of the language each word then is formed by sets of phonetic elements, letters, bit strings or the like. This last decomposition will be ignored, since it only concerns physical representation techniques. On the other side of the scale sentences are combined to build models, which then could be grouped in classes of models. Again the question of a taxonomy of models and model classes is of minor importance for the purpose at hand. The focus should be on words and sentences, in particular on their interdependence.

Nouns designate other nouns or entities. In a language for social processes these entities are social entities. The first step in building a sentence thus is to determine the social entities that are to be talked about in the sentence. Social entities are characterised by a name, their physical properties and their informational properties. Since they possess consciousness, it is of utmost importance to recognise that they are coalitions of smaller social entities and members of larger social entities, that is they are willingly embedded in an observed structure of social entities. Note that this position views methodological individualism as a less interesting extreme case: the 'coalition' represented by the nervous system of a single individual of the species is of vanishing importance for the social sciences, with sexual reproduction as necessary condition for long-run existence, the smallest unit of interest is a pair of opposite sex - in economic terms a household. Again at the other end of the scale world population, mankind, the largest social entity is an extreme case too: This coalition is an improper coalition in the sense that its members have no alternative to that coalition - ignoring the unattractive alternative of extinction of the race. As a consequence, the interesting cases of social entities, of nouns to be used, are in between the two extremes.

Verbs are expressions designating changes over time. Changes are complicated things: to observe a change means to perceive something different in front of a non-changing background. This background is as important as the changing elements in front
. On the level of the language the interpretation is straight forward: Verbs work on names of social entities, in the sense that they use the name as background and change physical and informational properties. On the level of non-language, physical interaction the unchanging background are forms of continuos consciousness, of metabolisms that perpetuate negentropie. It is the analogy between both levels that enables a sentence to be considered as adequate or inadequate. Verbs thus can only be understood with reference to nouns and vice versa. A noun designating something that remains unchanged in front of every possible background, something that does not exhibit or possess time, is so different from earthly metabolisms that it cannot contribute to them - or more profane, understanding needs a minimum level of similarity. Note that this view corresponds to the position of Chomsky, who insists that sentences do not only have a surface structure, the main research agenda of taxonomic linguistic theories, but also a 'deep structure' that links the sentence to semantic content [Chomsky N., 1996].  A possible example of coupling surface structures and 'deep structure' will be given in the next chapter. 

The interesting cases of social entities are coupled with interesting cases of verbs, which describe the evolution of these entities over a finite time. So while there usually will be a finite time period with the same set of social entities - their physical and informational properties changing more or less smoothly - at some point in time one of these entities will break up because a relevant part of the coalition of smaller social entities constituting it finds it favourable to leave the coalition. At this point the system enters a period of qualitative transition, meaning that the set of social entities changes. Usually this shake-up also causes strong quantitative jumps of the properties of remaining social entities. 

For models of social processes this picture postulates rather demanding specification work: One might decide to build a short-run model with no qualitative transition. But even then physical properties, usually specified as variables - i.e. physically measurable
, changing amounts in front of a constant variable name -  have to be linked to each other, to informational variables and partially to properties of other social entities. Informational properties not only consist of variables (e.g. prices
), but also of models implanted in these social entities. The art of modelling then consists of restricting the number of elements (entities, variables, relations) without destroying the essence of the issue - and estimating their quantitative relations. Matters become dramatically more difficult if qualitative transition is included. This is not only mandatory in any longer-term consideration, even short-term forecasts have to account for qualitative changes if such a change is probable in the near future. In this case suggestions of new coalitions of social entities, perhaps with the help of co-operative game theory, have to be modelled. In these cases specification is really part of a dialog between model-builder(s) and simulation. It consists of exploring at which points quantitative changes of variables lead to a qualitative swap of the entity set - and of a consideration where the subsequent effects lead to.

As already mentioned restriction of entities and connections is the core of model-building. On the other hand for a language one of its most important features is its capacity to allow for an infinite number of sentences to be formulated and to be understood. This creative aspect of language to enable understanding of new combinations 
 is not something like an extreme case - it happens almost in every communication, it is standard use [Chomsky N., 1996]. Languages solve the difficulty to be bound by a finite, syntactical rule set and still in principle to be able to support an 'infinity' of sentences by the use of iteration. In a sense this is the main trick of the idea of a generative grammar [Chomsky N., 1957]. Of course, iteration is not a trivial concept:

Consider a noun like 'liberty' and assume it refers to a particular set of possible actions of a social entity, a condition called 'liberty' of its constituting social entities and a condition called 'liberty' of the larger social entity whose member it is. As every programmer knows, recursive calls
 are only useful if they include a stop condition. In the example given the evident stop conditions are met when the recursion arrives at the largest and at the smallest social entities. In other words, if all links between social entities are bidirectionally strong, then only one model of the entire social world can represent it! Fortunately not all ties are strong, so the art of the model-builder consists precisely in choosing areas of strong interconnection for the endogenous part of the model. Then there usually consists a set of elements which influence that endogenous part but in turn are not influenced by it. These are usually called exogenous variables, whose trajectories have to be assumed. A simple trick to keep recursive calls tractable within the endogenous part is to scale down their quantitative impact with every step of recursion until it falls below a sensitivity border. Recursion in the models that modelled social entities use can often be constrained by realistic assumptions on information processing capacities. In spite of all these constraints it should be clear that there still is an 'infinite' space for possible models
.

Another type of iteration is revealing too: Assume that noun A refers to noun B, which refers to noun C, which refers back to noun A. Assume further that none of the three nouns has a strong link to something outside the sphere of language, they only posses some weak connotational surroundings. Going round in this circle of calls evidently has no endogenous stop condition. In this case the stop condition has to be imposed from outside, e.g. by determining why and for how long a social entity should and could use such a construction
. In a sense Wittgenstein's early views [Wittgenstein L., 1922] can be neatly distinguished from his later work [Wittgenstein L., 1958] by the use of these examples of iteration: While in the former he holds that there is one most adequate (iterative) model of the real relations, he steps back in the latter to admit that most iterative 'language games' at best converge from different directions towards the real relations. And in doing so they actually modify and produce real relations, one might add from the perspective presented here.

This leads to a last point to be noted. Consistency of models in the language proposed simply means that at one point in time one social entity has one prevailing model of reality, i.e. a set of sentences guiding its actions, where each sentence does not contain contradictions
. Of course, in the coalition of smaller entities forming the social entity various different models - latent models - will be entertained, but to guide its action at any point of time one dominant model must exist. 

An important implication is that with social entities dissolving in qualitative change, dominant models get into turmoil too. Within the newly emerging social entities partially contradicting models will soon come up with a new dominant view that uses these contradictions to produce a more adequate model. Truth thus has two faces: Within the sphere of language it refers to the property that a model obeys the syntactic conventions of the language; with respect to synthetic judgements, as Kant would have labelled them [Kant I., 1980 (1787), p. 52], all one can believe in is that continuing dialog, continuing negation, improves adequacy. In the latter case truth is a process, not a state. Social entities act on the basis of models that are consistent and thus true in the first (analytical) sense
, but different entities will entertain different, even contradictory models. Emerging truth in the second (synthetic) sense is the result of the confrontation of social entities and their models
. Therefore there is no necessity to specify a synthetically true model! All that is needed are the approximate models of social entities, synthetic truth emerges.

Finally some remarks on how such a language differs from the standard difference-differential equation systems approach are in place. Clearly this approach is a special case of the perspective proposed. It usually does not consider the points highlighted in the last paragraphs:

· Social entities often remain implicitly assumed, qualitative change of the set of social entities is hard to model. Simulation techniques seem to be much more appropriate for this purpose.

· Due to its analytical difficulties iteration is rather avoided. Instead of using the deep structure of sentences to introduce stop rules, often some kind of equilibrium analysis is introduced. The latter usually implies extremely unrealistic assumptions on time scales and informational properties.

· Analytical consistency is dealt with in the analytical sense, but it is not complemented with the perspective of creative contradictions producing emergent synthetic truth. The creative element, so convincingly put forward by linguists, remains completely ignored.

The language HE

After these more general remarks on the aspirations a new language for social process modelling, it is useful to go directly to the implementation details of a specific prototype. The prototype presented here is called HE, an abbreviation for 'language for Human Evolution'. The problems arising during implementation of a language often prove to be of central importance and are not to be disposed of as technical details. Moreover it is in the spirit of the object investigated to demonstrate its gain of adequacy, its synthetic truth, by the process of tool construction.

Since this tool shall support communication between model-builders of social processes, the starting point is the formulation of a model. In HE a model is a set of sentences, in a sense similar to an equation system, where the set of equations constitutes the system. Each sentence combines nouns with verbs, at least one noun with one verb
, and the same nouns and verbs can be used in different sentences. Since verbs describe the change of nouns over time the overall issue of a model is of the same type as the issue of a difference-differential equation system - which indeed is a special case of a model in HE: For given start values the model determines the trajectories of the variables, it produces a forecast of the social system. Or, starting with end values, it gives an interpretation of past developments. Though both types of application, forecasting the future and interpreting the past, do have some similarities they still have to be carefully distinguished: It is interpretational plausibility that is the only guide in evaluating forecasting power - and not vice versa.

Given a set of sentences these sentences are effectuated, i.e. changes indicated by verbs are carried out, are simulated. Contrary to mathematical equation systems, HE does not necessarily force all sentences to be true (in the analytical sense) at the same point in time. It proceeds algorithmically, time plays an essential role: Each sentence is put in a sequence with possible loops and recursions. This sequence, in fact a program, should come to a halt designed explicitly by the model-builder
. Instead of stipulated, in-built general equilibrium the model-builder in HE is forced to determine an explicit time structure and priority rules for sentences. And, of course, it is still possible to formulate a standard equilibrium system as an extreme, special case. Consistency in HE therefore simply demands that at the end of the 'sentence program' all modelled elements have been assigned their new states. Just like in real life, sentences early in the sequence might look somewhat redundant (and even contradictory) at the end, though they did eventually condition later developments. While this consistency condition handles underdetermination, overdetermination clearly is allowed and handled by the explicit time sequence of sentences.

The distinction between endogenous and exogenous elements used in mathematical models reads very similar in HE. Nouns that do not refer to social entities are necessarily endogenous. So are social entities with strong bidirectional links. Only a social entity with strong influence on at least one endogenous element, which itself is not influenced by any endogenous element is said to be an exogenous element
. Further exogenous elements, like physical variables describing ecological change, can be added in the same way as exogenous social entities. All exogenous elements taken together are the environment. For all exogenous elements the model-builder has to provide trajectories for measurable variables. Exogenous elements are not to be subject of qualitative change.

In building the model the first step thus is to choose the social entities under consideration. As guiding principle the link structure between them, as sketched above, can be used to group them in endogenous and exogenous elements. Then the basic structure of each social entity has to be specified. It consists of a name, physical properties and informational properties.

Physical properties fall into three categories: physics (in the narrower sense), metabolism and motion. 

The category physics consists of variables describing the physical state of the entity, in particular current location and number and names of smaller, constituting entities have to be specified. 

The category metabolism consists of variables and relations that link the social entity with its environment in a way that supports its reproduction and expansion. It is essential for all life forms. Clearly everything that happens in this category will interact with the category physics, but not vice versa. Three types of variables are particularly important: flows from the environment to the social entity, levels describing its state and flows from entity back to the environment. Relating these variables is done by algorithms that in HE are named 'production algorithms'
. The working of production algorithms is goal oriented, they try to keep certain state variables (level variables) within certain ranges and to drive the other state variables  (growth variables) as far as possible into one direction (compare also [Hanappi H., 1996]). The specification of a production algorithm is the formulation of a verb necessary for all social entities. A second verb, always to be present when more than one smaller entity constitutes the entity under consideration, is the 'distribution algorithm' regulating the distribution of in-flows and out-flows to and from the constituting members of the coalition. Note that the social entity under consideration in general also will be the subject of a distribution algorithm from the level above, i.e. from the next larger social entity which it belongs to.

As can be seen, active behaviour of the social entity enters the scene in the form of an out-flow from the entity to its environment, an activity, which then, via the production algorithm, feeds back as an in-flow. With the specification of this out-flow it is easy to distinguish between different life forms: animals and humans can choose a change of geographical location in general much easier than most plants. 

The category motion is used to specify this special kind of activity. It simply consists in a change of the elements describing the environment - motion is described from the viewpoint of the moving social entity. The 'motion algorithm' to be specified basically is thought to picture animal instincts. The simplest example probably is a kind of gradient procedure: If an entity's goal achievement after motion has improved, then it moves further in the same direction; if it decreased, then it goes back - almost in the direction where it came from. The velocity of motion might be related to the quantity of goal improvement, or to other variables like the share of the out-flow for motion in total out-flow. An interesting special case is the situation when the in-flow comes from the destruction of exogenous social entities. Motion then can be interpreted as search for new prey
.

With motion comes the activity of storing flows and using stocks. If in-flows surprisingly exceed the amount needed by the metabolism, then the social entity might choose to store part of the in-flow at a location it owns. It builds up a stock that it owns. Later, when in-flows are surprisingly low, it can use part of the stock as pseudo-in-flow. Building up and using stocks that it owns is an activity of social entities closely linked to the metabolism and the results from motion. A 'saving algorithm' to be specified provides the details for these decisions.

A correlate to material stocks are knowledge stocks. Social entities can store part of the characteristics of a certain point in time - i.e. the values of all relevant variables, relations and models - in a location owned by them, their memory
. Later, perhaps if the environment they moved to proved to have worsened, they can use this stock of knowledge to determine the direction of the next motion. Again memory maintenance needs part of the out-flow, but now the use of the knowledge stock does not reduce it! Instead it is limited by the total capacity of memory. Some re-shuffling, forgetting useless items, might be very helpful, but there is a definite limit to be specified by the model-builder along with a 'memory algorithm' managing the whole process.

With such internal informational properties physically present, it is evident that external informational properties can be derived. The fourth, purely informational category therefore is labelled 'communication' to stipulate that it deals with dialogues. Of course, this includes inner dialogues that an entity leads with itself, or, more precisely, that its constituting smaller social entities lead. 

In a first step HE assumes that the modelled social agents are model-builders themselves - in the same way as the researcher developing their model is. For each of the other social entities the social entity under consideration entertains a model. But contrary to the assumptions of the rational expectation school in economics
, models of the same social entity need not be identical. While it is evident that exchanging views about others is pointless if everybody knows everything (including the fact that everybody knows everything) - and therefore is not dealt with in models of the RE school, communication is vital in a language like HE. If models differ and everybody, including the researcher
, knows that everybody's knowledge is partial, then it makes sense to take a look at other entities models, i.e. to learn, or to reveal the own models to others, i.e. to teach. Both activities open up possibilities of strategic behaviour, communication might become manipulation. Since communication is an activity it is part of the total out-flow of the entity and is determined in a verb called 'communication algorithm'.

This algorithm consists of two main parts: An exchange module that handles transmission of models to (teaching) and from (learning) other social entities, and a decision module that uses the own model to determine the set of actions that seems to be most promising for the advancement of the metabolism
. Of course, the own model might have been modified by learning from others. How much sentences of others are allowed to substitute existing different sentences depends mainly on to things: It is stronger if the own metabolism functions increasingly bad, the own model seems to be in a crisis, and it is also stronger the more effort the teaching social entity puts into transmission. Possible effort, that is out-flow, clearly depends on the success of the teaching social entity. In short, ideological power depends on the success of a social entity.

The problem of infinite regress in anticipating models of models (for details see [Hanappi H., 1994, p. 34]) has to be solved by a limitation of information processing capacity that has to be specified by the model-builder. HE supports a recursive depth of five levels, thus surely exceeds the depths empirically observed in decision modules.

Qualitative change, a different set of social entities, comes about if at least one social entity decides to leave the coalition where it is currently member. To decide this it uses a special part of the decision module, where an expected utility of breaking up and of staying in the coalition is calculated for the entity and a prospective new coalition partner.  In game theoretic terms a bimatrix game emerges that in HE is solved by a non-myopic solution concept borrowed from Steven Brams 'Theory of Moves' [Brams S., 1994]
. Since the expected utilities change, it is likely that from time to time qualitative change occurs - though a periodicity in most cases will be very unlikely
.

Specification of a model in HE evidently is not an easy job. But on its way the researcher will be forced to recapitulate, and to learn more about the subject he is investigating. And some features of the software, like copy-and-paste techniques, and 'multipliers' to specify how many social entities of a specified type interact, can help a little. 

If social entities and their verbs are specified the researcher can use the simulation much like the model's social entities use their models: Test the consequences of actions, interpret past developments. Note that this remarkable self-similarity is a way to incorporate an old aspiration of system theorists, namely that the observer should be part of the system observed.

At this point one might ask how markets, commodity producing societies, can be described in HE. To see this, just note that outflows of the metabolism might not only be labour time but also commodities to be traded at locations who are nouns in the 'communication algorithm'.

Conclusion

These days most advanced discourse in the social sciences takes place by presentation and critique of mathematical models or parts of such models. Nevertheless the general feeling that this language, though it is very complex and not easy to learn, still is lacking something vital for the topic investigated seems to grow. This paper describes an approach that proposes a radical therapy for this problem - the development of a new, more adequate language. Going to the details it is much less radical than the basic aspiration, it always tries to include the standard approach as an extreme, special case. In the end, and this is different to the standard approach too, a software tool will be the product of language construction
. A device helping to talk to oneself
 and to others.

Others have chosen different routes to ease the above mentioned problems. Most of them in one way or the other use and expand game theory (e.g. [Rubinstein A., 1998] and [Albin P., 1998]), more advanced stochastic elements (e.g. [Aoki M., 1996]) or a more explicit adaption of the mathematical apparatus to the modeling of knowledge (e.g. [Devlin K., 1991]). Some very promising work has been done - quite typical from my perspective - in understanding learning with the use of genetic algorithms (e.g. [Dawid H., 1999]). It is my suspicion, in fact my my hope, that all of these strands, though partly contradictory today, will converge, together with the proposal of this contribution to a richer and more useful theory of social processes. 

This paper thus tried to accomplish mainly two things: To give a rather pragmatic description of a new simulation language for social scientists, and to embed this language in a rather broad, transdisciplinary interpretation of the history of thought. It is clear that many aspects had to be left open - for interpretation, critique and future research. In the spirit of HE this is a desirable property.
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� Of course, there is some recent discussion on 'tacit knowledge' that is said to be a direct offspring of experience or talent. This question is not discussed here, my argument rather is based on the classical view put forward by Chomsky [Chomsky N., 1968] and going back to Humboldt [Humboldt W., 1963 (1836)].


� It is tempting to reverse the argument: To explain the notion of time by the use of change and consciousness (for further discussion see [Hanappi H., 1994, pp.43-54]).


� See [Casti J., 1992, pp.1-52] for a rigid treatment of that point.


� Hayek's project to reduce all informational properties to be price information after more than fifty years of further research can savely be said to have failed the point [Hayek F., 1945].


� The term 'new combination' has been introduced by Schumpeter in a somewhat different context to characterise innovations [Schumpeter J., 1939].


� At this high level of abstraction 'iteration' and 'recursion' are used synonymously.


� In a strictly mathematical sense it is not infinite. Strictly speaking, it simply surpasses the possibility to represent the necessary information structures with all possible combinations of all possible states of the smallest known units in the universe and/or the time needed to compensate storage by computation is longer than the assumed remaining time of existence of social entities in the universe.


� A standard real life application is to implant such constructs in other entities models to confuse them.


� In a sense to be explaind in the next section, contradictions are allowed for, and sometimes even needed, on the level models. Only sentences should be free from contradictions.


� Ignoring for a moment Gödel's point that there always will be sentences, the truth of which cannot be evaluated [Gödel K., 1983 (1931)].


� For a more detailed treatment of the creative character of contradictions in the tradition of Hegelian negation see [Egger E./ Hanappi H., 1995].


� If a noun refers to a social entity, its verbs - perhaps in different sentences - have to provide its change over time (see below).


� Note that it is not generally predictable if a program will ever stop, an issue identical to Gödel's theorem for mathematical systems[Gödel, 1983 (1931)] - as was beautifully proved by Greg Chaitlin [Chaitlin G., 1990, 1998].


� The so-called small-country hypothesis for open economies provides a standard example for constructing the foreign countries as exogenous social entities.


� They bear some resemblance to production functions in economics, in particular in their early meaning, when 'land' instead of 'capital' was used as argument.


� One will recognise Schumpeter's vision of 'entrepreneurial spirits' behind this design feature.


� It is interesting that Piaget considers recognition of objects, storing of an impression as a mental stock, as the pivotal first step in the mental evolution of human babies [Piaget J, 1967].


� The roots of this school go back to Muth's famous article [Muth J., 1961], a useful survey was [Begg D., 1982].


� It is telling that by the same argument RE-proponents are forced to postulate that they know everything!


� This is the way the expected utility hypothesis is generalised in HE.


� The choice of a non-myopic solution concept was motivated by the assumption that social bindings are rather long-run dynamics, traditional behaviour is only changed if long-run advantages seem to be possible.


� A more detailed treatment of the emergence of social entities can be found in [Hanappi H., 1999].


� To get information on the software write an email to hanappi@pop.tuwien.ac.at.


� Most basic research in the social sciences still seems to be done by individual researchers, team work for various reasons still is the exception. For the 'grand view' HE is thought to be helpful too.





